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Multimedia Applications in Industrial Networks:
Integration of Image Processing in Profibus

Víctor M. Sempere, Member, IEEE,and Javier Silvestre

Abstract—This paper analyzes the transmission of images
through Profibus for applications concerned with the processing
of images integrated in control systems, by means of a detailed
study of two real cases with different bandwidth requirements.
We analyze the special features of an artificial vision system
making use of Profibus as a transport system, the scheduling of
the traffic in order to guarantee the delivery of the images and the
control traffic before their deadlines, the protocol used, and the
compression techniques usable in this kind of system, which enable
us to reduce the necessary bandwidth for the applications without
degrading the operation of the image processing application.
We prove that this integration is currently viable in applications
with medium-sized bandwidth requirements, above 17 Mb/s, and
coexisting with control traffic, while current control techniques
prevent its use in systems with greater bandwidth requirements,
in particular in the application with 53 Mb/s requirements.

Index Terms—Factory automation, machine vision, real-time
systems, scheduling.

I. INTRODUCTION

M ULTIMEDIA systems are rapidly acquiring a more rel-
evant role in several domains, and industrial networks,

in their different hierarchical levels, are no exception [1]–[7]. In
this area there are two main types of application, visual mon-
itoring and image processing [6], [8]. Although both applica-
tions share certain similarities, they differ in several key as-
pects, which makes it necessary to analyze them separately (see
Table I).

The integration of these applications through industrial
networks provides important advantages with regard to wiring
reduction, CIM integration, reduction of the number of pro-
cessing nodes, cost reduction, etc. Nevertheless, special care
must be taken in order to assure that the introduction of
multimedia traffic does not affect the normal functioning of
the network. Another aspect to be considered is the range of
applications where the transmission system is possible, given
the available bandwidth limitations, which will require a careful
selection of the compression techniques to be used (see Fig. 1).

The processing of images transported through fieldbus was
initially analyzed theoretically by Cavalieri [9] using a robot
for the inspection of fruit. Shin [10] and Tovar [11] use video
transmission as an example of the validity of the strategies they

Manuscript received July 1, 2002; revised November 12, 2002. Abstract pub-
lished on the Internet March 4, 2003.

V. M. Sempere is with the Department of Communications, Polytechnical
University of Valencia, 03801 Alcoy, Spain (e-mail: vsempere@dcom.upv.es).

J. Silvestre is with the Department of Computer Engineering, Polytechnical
University of Valencia, 03801 Alcoy, Spain (e-mail: jsilves@disca.upv.es).

Digital Object Identifier 10.1109/TIE.2003.812286

propose for the scheduling of the transmission in real time com-
munication systems over the standard SP-50 and P-NET, re-
spectively. In the field of robotics, the use of image processing
is becoming more and more common [12]–[16]. In electrical
companies [17] remote monitoring of the installations is used
in order to reduce the necessary labor for their control. In their
analysis of the evolution of fieldbus, when it comes to distin-
guishing local area networks from industrial networks, Dietrich
and Sauter [4] point out that the only difference today is the need
for industrial networks to meet real time traffic requirements,
so that neither the bandwidth nor the size of the packet will
limit the introduction of multimedia applications over these net-
works. As for networks with Timed Token Medium Access Con-
trol, Kee-Yin [19] analyzes the scheduling of video sequence
transmission over these networks. This study focuses on the
scheduling schemes of video transmission that enable the im-
provement of MPEG video transmission. Concerning Profibus,
Tovar [5] analyzes the scheduling algorithms for the transmis-
sion of multimedia contents with or without quality of service
(QoS), integrating TCP/IP over the Profibus stack. The authors
analyzed the capability of MAP 3.0 to transport multimedia in-
formation [20]; performance analyses revealed a high degree of
inefficiency due to the overhead introduced by the large number
of MAP layers. They have also studied the use of Profibus for
the transmission of images with control purposes in several test,
analyzing various aspects of this integration [6], [7] and [26].

The aim of the present paper is to demonstrate the viability
of the implementation of a system for the transmission of im-
ages for control purposes through an industrial Profibus net-
work. For that purpose an analysis has been carried out on auto-
mated systems for the classification and quality control of fruit,
which operate in real time and, being leading systems on the
market, are able to process 15 000 and 3000 kg/h, respectively.
In this system control and multimedia information clearly co-
exist, guaranteeing the temporal requirements of both types of
traffic, as long as a suitable traffic scheduling has been pre-
viously carried out. The repercussions for the use of different
compression codecs have also been analyzed in detail, and a
qualitative and quantitative analysis of them has been carried
out, which enables us to select whichever codec depending on
the bandwidth consumed and the quality needs for image pro-
cessing.

The remainder of this paper is organized as follows. In Sec-
tion II, the elements that make up artificial vision are briefly
introduced so that we can understand the advantages of this in-
tegration, its field of application, and some of the options chosen
in the implementation of the system. In Section III the architec-
ture of the system is defined, specifying the traffic model used,
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TABLE I
CHARACTERISTICS OF THEAPPLICATIONS

Fig. 1. Bandwitdh required for image transfer.

the layer architecture and the scheduling, the compression, as
well as the protocol defined. In Section IV the scenario and
the measurements obtained are presented, and the conclusions
drawn are presented in Section V.

II. A RTIFICIAL VISION THROUGHINDUSTRIAL NETWORKS

In a typical industrial artificial vision system we can find the
elements seen in Fig. 2(a). The system proposed replaces the
connection of the cameras by means of the frame grabbers with
the processing nodes using a direct connection from the camera
to the Profibus network, the latter being in charge of carrying out
transport of images [Fig. 2(b)]. The motivation and most impor-
tant field of application of the model presented is when various
vision control cameras are used in an industrial process locally
connected to their processing nodes by means of the normal in-
terfaces in the vision systems (Camera Link, EIA-644, IEEE
1394, etc.) and where the global load which represents the pro-
cessing of these images is achievable with a single processing
node. This depends on the resolution of images, the capture fre-
quency, the complexity of the vision algorithms, etc., but given
the important increases in the functions of general purpose pro-
cessors, the medium-/low-type applications to be found in this
category are constantly increasing. In these cases Profibus pro-
vides us with the capacity to transmit images to the processing
node, in this way integrating within the same architecture artifi-
cial vision and the control of external actuators, and furthermore
providing an important economic saving in processing nodes
and frame grabbers.

Other alternatives to the classic systems of artificial vision
provide intelligent cameras with connection to communication

(a)

(b)

Fig. 2. (a) Typical industrial artificial vision system. (b) Image transfer over
industrial network.

networks characterized by local processing of the information.
For example, the Newton 9000 camera [33] incorporates an
embedded MMX processor and Ethernet connection. Cognex
[31] and DVT sensors [34] make cameras available with digital
signal processors (DSPs) or Motorola Power PC processors (for
example, the DVT 6000 model of the Cognex In-Sight 1010)
and Ethernet connection. These cameras also make a determined
number of input/output signals available. Siemens [32] with the
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models VS 110 and VS 710 provides equipment for simple arti-
ficial vision systems with an 80486 processor and Profibus con-
nection.

All these devices provide a wide range of medium- and
low-type capacities and network connection, but they are
expensive for systems with medium- and low-type loads. Also,
in the majority of cases, the control signals are not integrated in
the rest of the control systems, but use programming libraries
specific to the different processor, which makes the changing
of acquisition sensors difficult, and does not give the flexibility
provided by the programming of the vision algorithms in indus-
trial computers. However, there is also the possibility of using
libraries that are independent of the device (Intel, Microsoft)
and the programming of specific routines [18]. These systems
also require and high number of processing nodes, since they
are included in the camera and are more limited with respect to
the applications that can be developed.

Although the use of distributed intelligent devices is an
interesting option (given the evolution of micro computing and
communications networks, it can be expected that in two or
three years the capacity will be available for the transmission
of a large flow of high resolution control images for processing
by a single high-capacity node. Being general purpose, these
computers will always be more competitively priced than
those with specialised processors or distributed processors),
the system proposed in this paper is based on centralized
processing with image transmission by means of standard
networks. One such solution is offered by PPTVision [35], but
with the inconvenience of using a proprietary network, which
limits its flexibility when choosing capture devices.

A. Synchronization of the Capture of the Image

One of the most important aspects in artificial vision sys-
tems, and which has a special relevance for our system, is the
signal that commands the camera to capture an image. Vision
systems enable us to command the capture by means of a soft-
ware trigger, or, more often, by means of an external synchro-
nism signal (EXT_TRIGG, Fig. 2) [30].

The use of the fieldbus for the transmission of this signal,
though this bus may be able to guarantee the delivery, might
generate capture with the subject partially or completely out of
shot, since it is not possible to maintain a constant and recog-
nized delay of these signals, due to the fact that, among other
aspects related to the traffic’s periodicity, the generation process
of this signal is asynchronous with the possession of the token
(Fig. 3).

III. SYSTEM ARCHITECTURE

Firstly, we are going to describe the traffic model used in the
system with the values defined in the real scenario and with the
layer model designed over Profibus; later, we describe the rules
used by the scheduler that operates above the FDL/MAC and
which guarantees the traffic’s temporal requirements, and the
architectural level employed. Finally we analyze the properties
that the compression process must have in image processing
applications, the implemented communications protocol is

Fig. 3. Image adquisition process.

briefly described, and a new profile definition abridgment is
introduced.

A. Traffic Model

In the system proposed, only low-priority “services” are used,
since most of the cards on the market do not implement high
priority services. Moreover, the analyses carried out in order to
guarantee the transmission of the high priority traffic are not
applicable to image transmission, since their transmission, even
when compressed, usually needs more than one packet.

We use a network containing master stations. There are
two types of station (control and image), which generate and
consume three types of traffic.

• Real-time control synchronous traffic (input/output con-
trol)

• There are stations emitting synchronous
messages. Each one of these stations j emits a set
of synchronous messages , which
give us a set of synchronous messages of the station

. These messages have
a constant inter-arrival time. We will call the
periodic message period of station , this period
determining also its deadline.

• The length of each message of the station is
, which is the maximum amount of time neces-

sary to transmit the message. It is assumed in this
paper that the synchronous information always fits a
Profibus packet (0.3 ms).

• Each is characterized by
• Real-time control asynchronous traffic.The stations that

transmit asynchronous traffic also have the capacity to in-
troduce nonperiodic traffic into the system. However, in
this paper asynchronous traffic has been characterized as
periodic traffic with a determined constant inter-arrival
time.

• Image traffic (image output, control input)
• There are stations that transmit

images. Each one of these stations emits a single



SEMPERE AND SILVESTRE: MULTIMEDIA APPLICATIONS IN INDUSTRIAL NETWORKS 443

TABLE II
CONTROL INFORMATION OF THEAPPLICATIONS

flow of images . The image sequence of each
station has a constant inter-arrival time named.

• The deadline of sequence is .
• The length of each sequence is .

The control data for the scenarios used in Section III are those
shown in Table II.

B. Scheduler Algorithm

The analysis of the temporal behavior of token-passing net-
works, and the special features introduced by Profibus, have
been widely described and analyzed in [21]–[25].

Since in the proposed system only low-priority services are
used, it is necessary to implement a scheduling system that en-
ables us to guarantee the delivery of periodic control traffic and
of images before their deadline. The only possibility of guaran-
teeing the deadlines in these conditions is by introducing mech-
anisms that limit the transmission capability of the stations [5]
according to the periodic traffic that each one of them must
carry. On this assumption we need a new value for in
order to guarantee the best usage of the network and both image
sequence and periodic traffic deadlines. In this case a has
been selected [26]:

(1)

in order to guarantee that the space assigned to each one of the
stations in each rotation of the token is respected,being the
time window assigned to station j so that it can transmit part of
its in each possession of the token, and beingthe latency
introduced by the token passing between the stations.

However, in order to be able to guarantee the deadlines, the
condition must be fulfilled that the time consumed by all the
stations should be

(2)

C. Levels

In order to meet the temporal requirements of the traffic it
is necessary to limit the load that the stations can send through
the network each time they get the token. For that purpose it
is necessary to add a scheduler over the FDL/MAC Profibus
layer. This scheduling must be carried out offline and in a global
way (It has been demonstrated that it is not possible to reach
an optimally local synchronous bandwidth allocation scheme
[27], and so in order to implement a hard real-time system it is
necessary to know beforehand the characteristics of the traffic
that must move along the network, [28]).

For that purpose, stations will be assigned a time slot which
should be large enough to be able to transmit its periodic traffic
whenever it receives the token, while respecting the deadline

restriction (2). Therefore, on this level the size of the emission
buffer accepted by the scheduler will be determined, limiting
for that purpose the number of active transmission SAPs, and
not allowing the upper layers (packing or control application,
depending on the type of station) to send more packets until
some space is released in the buffer.

In the scenarios used in Section III, an architecture with levels
that can be seen in Fig. 4 has been used, where we can also see
other times that must be considered between the capture of the
image and the control actions derived from its processing (3). A
Siemens Profibus DP 5613 card has been used with the libraries
for development in C++ Profibus FDL. As for the PC which em-
ulates the camera and the processing and control PC a Pentium
III 800 Mhz has been used with the operating system Windows
2000. Over these systems two processes are executed: the Pro-
filink process, charged with communicating with the card and
doing the scheduling and packing of the data, and the ProfiVi-
sion process, charged with the capture/compression in the trans-
mitter, and the decompression/processing in the receiver. Both
have been programmed using Microsoft Visual C++ 6.0 using
shared memory and event synchronization. Both have been ex-
ecuted in the experiments as the only CPU client process and
with real time priority. This will introduce minimum operating
system latency over the rest of the times (3). We are currently
working on the possibility of using Real-Time Extensions for
Windows or Linux Real-Time.

D. Image Compression in Process Control

The compression of images for processing in control applica-
tions must take into account three essential properties.

• Compression rate:In the case of Profibus, and depending
on the network’s configuration, the usable bandwidth is
between 40%–70% of the 12 Mb/s [29]. Moreover, part of
this bandwidth will be reserved for control traffic. There-
fore, it is evidently necessary to use compression tech-
niques that enable us to use high compression rates so as to
be able to reduce the bandwidth required by image traffic.

• Quality: Compression techniques without loss obtain very
poor compression rates. Therefore, it is necessary to use
compression techniques with loss and to control the dif-
ference between the original image and the compressed
one, typically,

MSE

PSNR
MSE

However, this value can be representative, and it is in
fact fairly often used as a video codec quality evaluation
parameter, but may be inadequate for a control process.
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Fig. 4. Architecture levels.

Therefore it is necessary to carry out an empiric evalua-
tion of the ratio compression rate/ quality reachable with
the selected codec.

• Latency introduced by the compression/decompression
processes:Available time is limited by a deadline that
can be very demanding. Therefore, the selected codec
will have to use up little time in doing its task, as well as
seeking a suitable compromise between compression rate
and quality.

Another important aspect to be taken into account in all these
parameters is the uniformity of the values obtained. Since it
is an image processing system for quality control, it has been
proved that these parameters present very uniform values re-
moving possible problems.

E. Protocol

The Profibus data link level provides the necessary SDA and
SDN services for the transmission of images analyzed in this
paper. SDA packets are used to carry out operations whose reli-
ability has to be guaranteed, while SDN packets are utilized for
image information transmission (in Table III the coding of in-
formation by means of up to 6 bytes in the data area of the SDA
packet and the coding used in the SDN packets can be observed).
The protocol defined for the establishment and release of con-

nections, as well as the image transfer protocol, is described in
Fig. 5 [6].

F. Profile

The proposed system could serve as a basis for the future
definition of a new application profile which would integrate
image capture systems in Profibus networks. The new profile
should cover two types of applications in such a way that the
majority of possible cases are covered.

1) Remote Monitoring (Type 1):The capture device operates
asynchronously with the process distributed through the
network and operating uninterruptedly from the start until
the stop message are received. During this time it sends
images through the network toward the control system ac-
cording to the values programmed and with the maximum
rate respecting always the information control deadlines.

2) Remote Control (Type 2):The capture device operates
in such a way that is synchronised with the process by
means of an external trigger for the capture of each image.
These must be sent through the network within a pre-es-
tablished time limit (deadline) toward the control system
where they will be dealt with by the control devices.

The parameter to be considered in both cases are image size and
compression rate. For the Type 1 there must also be considered
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TABLE III
DATA FIELD OF THE SDN/SDA PACKETS

Fig. 5. Image transfer protocol.

the interval between keyframes, and the number of frames per
second, and for the Type 2 the maximum image arrival rate and
the deadline of each image.

IV. SCENARIO AND MEASUREMENTS

The applications that make up the scenario selected to analyze
this architecture are: an application for fault detection of table
olives and their classification into three categories (quality), and
another application for the classification of olives by color (clas-
sification). In both we propose the substitution of the current ar-
chitecture by one totally based on Profibus (see Fig. 4).

The quality application uses a 624490 camera to analyze
a matrix of 12 4 cells (one olive per cell), so the region of
interest (ROI) to be transmitted and analyzed is of 600176
pixels [Fig. 6(a)]. This application captures images by means
of an external synchronism, reaching a maximum capture rate
of 21 images per second, which means the acquisition of an
image every 47.6 ms. This requires a bandwidth of 154.1 Mb/s,
taking into account 3 bytes per pixel (RGB). Considering only
the region of interest, the necessary bandwidth is 53.22 Mb/s.
The aim of the classification application is to separate green
olives from black ones, operating with 624140 images, and
600 40 pixel ROIs [Fig. 6(b)], triggering the capture by means
of external synchronism at a maximum rate of 30 images per
second, i.e., one capture every 33.3 ms. This requires 63 Mb/s

for the images, or 17.28 Mb/s for the ROI. The data of both
applications can be found in Table IV.

Obviously, these transmission rates are unattainable for cur-
rent fieldbuses, which makes the need to compress/decompress
the images inevitable.

In order to analyze the maximum compression rate admis-
sible by these applications, the following process has been fol-
lowed:

• obtaining the results of the applications with disk-recorded
sequences of images;

• obtaining an AVI, DIB-type (i.e., uncompressed) file of
these sequences;

• applying various compression codecs to the AVI file;
• generating the original sequences starting from the com-

pressed AVIs, so these sequences will include the degra-
dation generated by the compression;

• obtaining the results of the applications with the new se-
quences.

A. Classification Application

The tests carried out on the sequences of the classification
application have provided us with the results found in Table V.
As can be seen from this, JPEG 2000 codecs are those providing
the best compression rate, without degrading the operation of
the image processing application, although they require a longer
compression and decompression time than with LEAD’s JPEG.
For the selection of the most suitable codec, the following rule
will be used (see Fig. 4) in order to analyze the fulfillment of
the process deadline:

(3)

That is to say, the addition of all the times involved between
the capture of the image and the transmission of the expul-
sion packet must be lower than the arrival rate of the images.
In the proposed scenario, three PLCs emit control information
( , or ), which gives us a sce-
nario with five master stations.

The LEAD codec, even using JPEG, has the advantage of
obtaining very low compression/decompression times, but it
obtains an excessively large packet size (17 300, see Table VI)
in order to be able to work with a success rate near 100%,
which in turn leads to achieving the worst global delivery time
and prevents it from meeting the required deadline. As for
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(a)

(b)

Fig. 6. (a) Example of quality application. (b) Example of classification application.

TABLE IV
CHARACTERISTICS OF THECONTROL APPLICATIONS

JPEG 2000 codecs, in spite of their consuming longer time in
the compression/decompression of the image, this difference
is compensated by a much smaller image size, which requires
some five times fewer packets to be able to transmit the image.
Choosing M-C20 and reserving image transmission windows
for 14 packets (800 Kb/s), applying (1) we determine the
to be used in all stations

s s ms

(the transmission time of a complete packet is 300s) and, thus,
condition (2) is also met.

B. Quality Application

Applying the same analysis to this application, the M-C100
codec provides the lowest classification error, 3%, with the
lowest frame size, 18 700 bytes, which requires 78.5 packets
for its transmission (3.14 Mb/s, see Table VI).

These results prevent the use of the model proposed in this ap-
plication, due to the high compression and decompression times

and the large number of bytes to be transmitted in order to main-
tain an acceptable success percentage, despite meeting the dead-
line restriction (2) s ms given
the rest of the times to be considered.

V. CONCLUSIONS

The use of Profibus industrial networks for the transmission
of images in applications for image processing with medium
image resolution and transmission frequency requirements,
such as the classification application (17 Mb/s), is feasible
by using the suitable codecs (800 kb/s, reduction 22:1). The
selection of these codecs must be empirical, since obtaining
PSNR(Y,U,V) values above a certain value does not guarantee
the correct operation of the vision processes, the most sig-
nificant example of this being that the success percentage of
L10 (47.30, 42.29, 45.93) is lower than that obtained with I
T100K(32.77, 40.14, 43.62). In this process in particular, and
for JPEG 2000 codecs, PSNR(U,V)(39,40) values seem to be
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TABLE V
RESULTSOBTAINED FOR EACH CODEC IN THE CLASSIFICATION APPLICATION

TABLE VI
ANALYSIS OF THE DEADLINE IN THE CODESSELECTED IN THE TWO APPLICATIONS

enough, although the value of PSNR(Y) is slightly below 35
dB. The video codecs have given the worst results, despite using
each image as a different key frame; it is therefore obvious that
they are not generally applicable to image processing systems.

As for applications with high-resolution and image fre-
quency requirements, like the quality application (53 Mb/s),
in which the image processing algorithm may be less tol-
erant concerning the compression rate admissible for control
processing (3.14 Mb/s, reduction 17:1)—it is not currently
possible to use codecs that enable their use without carrying
out important modifications in the machine, such as delaying

the situation of the ejecting system in order to tolerate larger
deadlines, or reducing the operation speed. This may make
the system more expensive or less productive, despite the ex-
istence of enough available bandwidth, and the meeting of
the deadline restriction due to the times used up in the higher
levels of the application.

We are now working on the achievement of quality mea-
surements for compressed images that are more suitable for vi-
sion processes, so that the characteristics influencing the image
processing algorithms are given more importance, such as the
degradations of high frequency components that the edges of
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objects of interest usually have, or the defects within them, and
which are not adequately reflected in PSNR values.

We are working on the development of: an autonomous hard-
ware sensor for connection with Profibus; an algorithm enabling
the performance of the scheduling implemented in this paper
online. This algorithm will be usable in both control and moni-
toring applications, where the network will be able to adapt on
line to periodic and image traffic requirements existing at any
moment.
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